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Abstract
In order to explore the application of machine learning algorithm to intelligent analysis of big data in an artificial intel-
ligence (AI) environment, make cognitive computing meet the requirements of AI and better assist humans to carry out
data analysis, first, the theoretical basis of machine learning algorithm is elaborated. Then, a cognitive computational
model based on the machine learning algorithm is proposed, including the essence, principle, function, training method
of deep belief network (DBN) algorithm, as well as the joint use of DBN algorithm and multilayer perceptron. Finally,
the proposed algorithm is simulated. The results show that under the same parameter conditions, the accuracy rate of the
DBN algorithm combined with multilayer perceptron is higher than that of the DBN algorithm; when the number of units
is >40, the accuracy rate of the DBN algorithm combined with multilayer perceptron is significantly higher than that of
the DBN algorithm; when the number of units is 30, the best effect can be obtained, and the error rate is <0.05, but the
DBN algorithm cannot achieve this effect alone; when the number of network layers is specified as four, the error rate of
the DBN algorithm combined with multilayer perceptron is <0.05, forming the optimal level. In the AI environment, the
performance of the cognitive computational model based on the DBN algorithm and multilayer perceptron can reach the
highest level, which makes the computer become a handy intelligent auxiliary tool for human beings.
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1 Introduction

The development of science and technology has led to the penetration of the Internet and information tech-
nology into all aspects of people’s life. People’s pursuit of life is no longer limited to ordinary technical means.
The requirements for information products are increasingly high end and intelligent. The massive data gener-
ated by the development of intelligent systems also needs to be deeply mined in an intelligent way [1, 2]. The
development of artificial intelligence (AI) and realising the intelligent analysis of big data and the mining of
useful data information have become the research contents of great importance to scholars in China and foreign
countries [3]. To analyse the real-time changes in big data and automatically obtain valuable data information,
it is necessary to optimise and innovate the interactive analysis method of data; therefore, cognitive computing
has made its appearance [4].

Cognitive computing technology is the computer simulation of the human brain to complete the analysis of
data information. Its core function is to imitate the human brain for problem analysis. The difference between
cognitive computing and traditional manual computing systems is that traditional computing software is based on
prescribed criteria or data information when solving problems, while cognitive computing solves unpredictable
and uncertain problems in human life [5]. Cognitive computing technology greatly influences the field of AI.
It stimulates the computer to have the active learning function similar to the human brain, so that the computer
can become a handy auxiliary for human beings to solve problems or perform work that is not suitable for the
human brain to process. Cognitive computing also has the characteristics of fast data processing and intelligent
processing mode [6].

With the wide use of high-performance computers, machine learning [7] has been widely used in various
fields. Machine learning can extract and learn important knowledge according to the past or current data infor-
mation and thereafter use the knowledge to predict unknown events. Machine learning is generally regarded as
AI. In fact, it has exceeded the scope of AI. The gradual optimisation and innovation of the machine learning
algorithm can promote the rapid development of AI. Along with the optimisation and innovation of the machine
learning algorithm, learning ability is also very important [8, 9]. The goal of learning is to enhance the system
performance through knowledge acquisition. The core task of AI is to enable computers to help human beings
to do things better, and machine learning is the most core part of these things [10]. Machine learning is a frontier
subject in the field of AI. The intelligence of machine learning is that it can automatically optimise the computer
algorithm according to past experience. Some scholars have proposed that if the computer system contains ma-
chine learning function, it cannot be called an intelligent system [11]. As for machine learning, Sun et al. [12]
optimised the performance of deep belief networks (DBNs) in analysing large-scale data and proposed a DBN
computation model based on MapReduce. At present, there are still many shortcomings in the application of
machine learning algorithm in data analysis through cognitive computing. For example, the validity of massive
data information in the Internet cannot be determined, which leads to great difficulties in the calculation and
analysis of data information.

Based on this, in an AI environment, a cognitive computational model based on the machine learning DBN
algorithm combined with multilayer perceptron is proposed. Through the analysis and training of the model
network, the performance of the model can reach the highest level, and the uncertainty of massive data in related
fields can be remedied, which lays an experimental foundation for the combination of machine learning and AI
for efficient big data analysis.

2 Method

2.1 Cognitive computing model based on machine learning algorithm

Machine learning includes three forms: supervised learning, unsupervised learning and reinforcement learn-
ing [13]. Algorithms related to machine learning include inverse linear regression, logical regression, naive
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Bayes, K-nearest neighbour algorithm, support vector machine (SVM), random forest, boosting and AdaBoost
[14]. Its advantage is that the same algorithm can be used to analyse and solve many different things, and the
process and operation are relatively simple [15].

2.1.1 DBN algorithm

First, we consider the algorithm function. The DBN algorithm belongs to a kind of neural network in
machine learning and can have both unsupervised learning and supervised learning functions [16]. DBN is a
probability generation model, which establishes a combination distribution between observation data and tags.
By training the weights between units, the neural network can train the data information with the maximum
probability as the goal. DBN is used for feature recognition, data classification and probability generation. DBN
algorithm has strong practicability, wide application fields and high expansion performance. It can be used in
handwriting recognition, speech recognition and image processing in machine learning [17].

Second, we look at the structure and principle of the algorithm. The components of DBN are multilayer
units (visible units and hidden units). Visible units can be used to receive input, and hidden units can be used
for feature extraction [18]. The connection between the top two layers of units has no direction, forming the
associative memory. The other neural layers belong to directed connection, and the bottom layer belongs to data
vectors. A unit represents a dimension of the data vector. Further, the restricted Boltzmann machine (RBM) is
a component of DBN, which can train the DBN layer by layer. The data vector can be used to judge the hidden
layer in each layer. Then, this layer is used as the data vector of the unit in the next higher layer. The RBM can
function independently as a clusterer. There are only two layers of units in RBM, one of which is the visible
layer for training input data. The other layer is the hidden layer, which plays the function of feature detector.
Figure 1 shows its structure.

Fig. 1 RBM network structure. RBM, restricted Boltzmann machine

In Figure 1, the units (grey boxes) on the left form the hidden layer, and the units on the right form the visible
layer. Each layer can be represented by a vector; each unit represents a dimension, and bidirectional connection
is carried out between two layers.

In order to make the research content more general, each layer of the DBN algorithm training is a Markov
random field model, and each model contains a visible layer and a hidden layer. U = (U1, . . . ,Un) represents the
variable matrix in the visible layer, P = (P1,Pn) represents the variable matrix of the hidden layer. Based on (U,
P) Gibbs distribution, the variable matrix P of the hidden layer is used to describe the marginal distribution of
the variable matrix U of the visible layer.

S (U) = ∑
m

S (U,P) =
1
K ∑

m
exp(− ∈ (U,P)). (1)

In Eq. (1), K = ∑
U,P

exp(− ∈ (U,P)). Therefore, the likelihood function of parameter λ can be defined as follows:

lnL(λ |U ) = lnS (λ |U ) = ln∑
P

exp(− ∈ (U,P))− ln ∑
U,P

exp(− ∈ (U,P)) . (2)
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According to Eq. (2), the gradient of parameter attribute adjustment is calculated.

α lnL(λ |U )

αλ
=− ln∑

P
P(P |U )

∂ ∈ (U,P)
αλ

+ ln∑
P

P(P,U)
∂ ∈ (U,P)

αλ
. (3)

Here, α represents the parameter adjustment value.
Each RBM contains a hidden layer and a visible layer, which represent different variables. The visible and

hidden layers are not connected with itself. If the values are 0 and 1, the energy equation of the RBM can be
obtained.

E (U,P) =−
a

∑
x=1

b

∑
y=1

UxOxyPy −
b

∑
x=1

IxUx −
a

∑
y=1

RyPy. (4)

Here, O, I and R represent the paranoid coefficients, and a and b represent the maximum ranges of the paranoid
coefficient.

According to Eq. (4), it can be identified that in the energy equation, the weight should be adjusted globally
and the bias coefficient should be relatively independent. If RBM is regarded as an image, the image only
contains the connection between the hidden layer and the visible layer, and there is no connection inside the
layer. According to Gibbs distribution and Eq. (4), the conditional probability equation can be obtained.

p(Uy = 1 |P) = σ

(
a

∑
y=1

OxyPy + Iy

)
(5)

p(Py = 1 |U ) = σ

(
a

∑
x=1

OxyUy +Rx

)
where p is the probability and σ is the coefficient.

Then, the RBM network is trained using the contrastive divergence algorithm. After the parameter of para-
noid ideation is adjusted, the learning function of parameter λ can be obtained.

λ
T+1 = ϕ ·λ T +µ ·

{
α

αλ

[
1
V

V

∑
Z=1

lnL(λ |Uy )

]
−β ·λ T

}
, (6)

where ϕ represents inertia factor, µ represents the learning rate, and β represents the penalty factor.
The RBM training process aims to calculate the probability set that can generate many training samples.

In this probability set, the training samples have the largest probability. The decisive factor of the probability
combination is the weight size, so the purpose of RBM training is to find the optimal weight.

Third, we move on DBN training. DBN is a neural network based on RBM, which can be either a generation
model or a discriminant model. The process of training the DBN involves the use of unsupervised layer-by-layer
analysis to get the weights. Thus, the training process of DBN should be carried out layer by layer. In each layer,
the hidden layer prediction should be carried out according to the data vector. Then, the hidden layer is used
as the information vector for adjacent higher layers. In other words, many RBMs can be combined to form a
DBN. The visible layer (input value) of the next RBM is the hidden layer (output value) of the previous RBM.
During the training process, the RBM of the previous layer must be fully trained before the RBM of the next
layer can be trained, which goes all the way to the end layer. Finally, the units are the essential components
of the neural network, and the DBN is composed of many units and RBMs. The restricted layer of the DBN
network structure comprises the visible layer and the hidden layer, and there are corresponding connections
between layers. However, there is no connection between the neurons in the interior of the layer (grey boxes).
By training the units of the hidden layer, the association between the higher-order data displayed in the visible
layer can be mined. Figure 2 shows the composition of a DBN network.

Fourth, we come to the essence of the DBN algorithm. From the perspective of unsupervised learning,
the goal is to preserve the nature of the original features to the greatest extent and to reduce the dimensions
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Fig. 2 DBN network. DBN: deep belief network; RBM: restricted Boltzmann machine

of features. From the perspective of supervised learning, the goal is to keep the error rate of classification as
low as possible. Irrespective of whether supervised or unsupervised learning is adopted, the DBN algorithm is
essentially a process of feature learning, in other words, a process to get the best feature expression.

Fifth, we detail the DBN training process. The first RBM needs to be fully trained; its weight and offset
are fixed, and its hidden units are used as the import vector of the next RBM; then, after the second RBM is
fully trained, the second RBM is overlapped with the first RBM. It is necessary to repeat the above steps several
times. If the data in the training set contain labels, when the top RBM is trained, the visible layers in the RBM
must contain both visible units and the units representing classification labels. Both of them are trained at the
same time, as shown in Figure 3 below.

Fig. 3 DBN training framework. DBN: deep belief network

For each training data, the corresponding labelled units can be set to 1 after being opened, and the remaining
ones will be closed and set to 0. The parts labelled M1 and M2 in Figure 3 are the top labels for training in RBM.

The neural unit at the top of the network evaluates and classifies tasks based on the data generated by the
lower network. When the DBN is trained at the end of the network layer, it can use the feedforward neural
network to slightly adjust the previous evaluation and classification according to the data information with
labels. However, the processing method of this study is better than the direct use of a feedforward neural
network, because the DBN has higher efficiency, and it only changes the weight parameters and then trains in a
small area. Moreover, the training speed is very fast and the convergence time is relatively short.
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2.2 Construction of the cognitive computational model

The DBN algorithm and multilayer perceptron are combined, and the cognitive computational model is
designed. The last layer of the DBN is the output value of the RBM, which is used as the input value of the
multilayer perceptron. Based on the input values and training samples, the linear perceptron training is carried
out to obtain the decision model. In the decision model, the conclusion whether the data information is valid or
not is obtained. After the DBN training results are obtained, the multilayer perceptron training is carried out.
For the training of the multilayer perceptron, an error control strategy is added. This strategy is also an important
part of the joint algorithm. The input value of the multilayer perceptron is set as C = (C1,C2, . . . ,Cn), the relative
weight vector is set as γ = (γ1, γ2, . . . ,γn) and the threshold is represented by η ; the cognitive strategy function
can be expressed as follows:

Y = γ
dX +η . (7)

If y ≥ 0, the result of the strategy is valid. If the result is <0, the policy result is invalid.
Then, the training rules of the model weight are established.

Q(l+1) = Ql +κ (R−Y ) ·XQ, (8)

where κ represents the learning rate parameter.
Thus, Figure 4 is a cognitive computational model based on machine learning algorithm.

Fig. 4 Cognitive computational model based on machine learning algorithm

First, let us see the data acquisition layer. It senses the corresponding Internet data flow generated by users
using computers and enjoying related services. The relative expansion of hardware functions, such as wearable
devices or smart phones and other related intelligent terminals, enables the system to obtain a large volume of
information. The data acquisition layer can transfer all the collected data information to the perceptual data
storage layer. At the same time, in order to make the acquired perceptual data effective and reduce the excessive
extra cost caused by storing invalid data information, a simple filtering strategy is set up in the data acquisition
layer. Based on the properties of the data, the information is filtered to find out whether the information is the
perceptual data related to the follow-up experiment. If it is, the data are passed to the data-computing layer. If
it is not, it is necessary to filter out the data. Under this operation, many useless and damaged data information
will not continue to occupy the system memory. Then, the filtering operation is implemented from the specified
range of data information. For example, if the ambient temperature is −100 ◦C, it can be judged that there is
an error in the measurement of this data information, and the data should be filtered. This kind of data-filtering
strategy can greatly reduce the extra cost of the system.

Second is the data storage layer. The data brought in by a lot of hardware and associated services are
generally massive. If these data are stored, most of the storage space of the system will be occupied. Therefore,
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how to find a more efficient and secure method to store and process these data is an urgent problem to be solved.
Therefore, the storage requirements of the storage layer are deeply optimised, i.e., we propose a data storage
layer that can carry out data perception before and after. In this layer, a distributed storage system based on
different attributes of the data is proposed. In the system, based on the data classifier, the obtained data are
divided into static and dynamic data, and different processing methods are formulated according to the different
data types. For the static dataset (time or work attributes), the distributed database is first imported and, at the
same time, a static data export port is developed for the execution of the function of the data-computing layer.
For the data stream with a form of perception, such as the ambient temperature in different time periods, the
performance of this kind of data has strong timeliness. If the data can be analysed in the shortest time, valuable
analysis of the data can be carried out in the shortest time.

Finally, for the above types of data, the processing method of this study is to transfer from the cache space
directly to the perceptual computing layer, which is provided to the upper-level computing for use. However,
this will cause a different problem, and the data information that is being cached will be lost quickly. For this
problem, a kind of fault-tolerant recovery strategy is formulated to store a backup while the data are used, so as
to ensure the fault-tolerant performance of the data. Based on this, even if the system runs abnormally, it can
still export the data that has not been analysed from the backup for research and calculation after the system
is repaired. The research measures of static data are very mature at present. Therefore, in the data-computing
layer, the core of the research is to process the perceptual dataset efficiently.

2.3 Algorithm simulation

MATLAB software was used in the algorithm simulation of this research. The simulation part consists of 16
imported values, upper and lower environment sets and two types of export results. In the simulation, four kinds
of input and four kinds of information of upper and lower layers are used, and the machine learning algorithm
proposed in the research is used to process the same. The result is whether the imported data information is
valid.

The import values are set to a1, a2, a3 and a4, and the upper- and lower-level data are represented by g1, g2,
g3 and g4. When the corresponding value is equal to one, it represents the existence of this input value, or it can
be the upper- and lower-level properties in the current environment. The context of the imported value is shown
in Table 1.

Table 1 Context of import values
Imported value Context information
a1 g1, g2, g3, g4
a2 g1, g2, g3, g4
a3 g1, g2, g3, g4
a4 g1, g2, g3, g4

In the simulation process, the machine learning algorithm is trained by using three of the 16 derived results.
However, all 16 possible data points should be used for testing. The training dataset is composed of eight derived
results and 200 copies. The order of these data is disordered and used in 45 iterations. The 1,600 (8 × 200)
units of data are divided into 16 datasets, and each set contains 100 data points. In each iteration, all the datasets
are used. At the same time, other parameters, such as the DBN, the DBN algorithm and the number of units
contained in the multilayer perceptron, should be considered.
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3 Results

3.1 The influence of repetition times of the training set on algorithm performance

It is considered that the number of repeated runs of the training set will have a certain impact on the accuracy
of the model results. The number of units in the hidden layer is set to 50, and the number of network layers is
three. From 100 to 450, the training set is optimised repeatedly every 40 increments. Figure 5 shows the results.

Fig. 5 Relationship between model error rate and repetition number. DBN: deep belief network

Figure 5 shows that the accuracy rate of the results obtained by the DBN algorithm combined with multilayer
perceptron training according to the specified parameters is better than that of the DBN algorithm under the same
parameters. Especially when the repetition number is 220, the error rate of the model is the lowest and <0.05.

3.2 The influence of the number of hidden layer units on the function of machine learning algorithm

When the influence of the number of hidden layer units on the accuracy of the model results is analysed,
the number of iterations of the training set is 250 and the number of network layers is three. From 20 to 50, the
number of units in the hidden layer is optimised every 10 increasing units. Figure 6 shows the corresponding
results obtained.

Figure 6 shows that when the number of units is >40, the accuracy rate of the DBN algorithm combined
with multilayer perceptron is significantly higher than that of the DBN algorithm alone. Especially if the number
of units is 30, the DBN algorithm combined with multilayer perceptron can give the best effect and can control
the error rate to <0.05, which the DBN algorithm alone cannot obtain.

Therefore, the number of neurons in the hidden layer of the DBN network plays an important role in the
accuracy of the model. When the number of neurons exceeds a certain range, the accuracy rates of the DBN
network and the multilayer perceptron are basically the same. However, the accuracy rate of the combined
algorithm can reach the best state, which is the effect that the DBN network and multilayer perceptron cannot
achieve alone.
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Fig. 6 Relationship between model error rate and number of units. DBN: deep belief network

3.3 Influence of the number of network layers on algorithm performance

The number of repetitions of the training set is 300. The number of units in the hidden layer is 50. The
number of network layers is changed every one increment from one to six. Each experiment is repeated 10
times, and the average value is obtained. Figure 7 shows the result.

Fig. 7 Relationship between model error rate and number of network layers. DBN: deep belief network

Figure 7 shows that the decision accuracy of the proposed DBN algorithm combined with multilayer per-
ceptron is higher than that of the traditional DBN algorithm on the condition that the number of network layers
in the model is equal. Especially when the number of network layers is four, the accuracy of the DBN algorithm
combined with multilayer perceptron is the highest. It shows that the theoretical decision accuracy of the DBN
algorithm combined with multilayer perceptron can exceed 99% under the parameters specified in the study.

There are two problems when a multilayer perceptron is used. One is that the efficiency of getting the
optimal solution in the training process is not high, and it is easy to fall into the local optimal solution; the other
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is that the accuracy of data processing is not high. The DBN algorithm combined with the principle of multilayer
perceptron can solve the above problems, and the accuracy of the results can be the highest.

4 Conclusion

Neural network technology can process and analyse the data flow in the era of big data more efficiently,
which is also the core problem to be solved at present. Especially in the current situation, the scale of data
generation is gradually increasing, and people have higher requirements for the results of data processing, which
makes it difficult to find the valuable data information they need from the massive data. In this environment, peo-
ple gradually use computer cognitive computing and other information technologies to complete the cognitive
and problem analysis methods similar to the human brain and, finally, make accurate decisions.

According to the analysis of AI environment and the theoretical basis of machine learning algorithm, the
cognitive computational model based on the DBN algorithm is proposed, and the principle and function of the
DBN algorithm are analysed. At the same time, the training method for the algorithm is proposed, and the DBN
algorithm and multilayer perceptron are combined to construct the cognitive computational model. Under the
condition of the parameters specified, the accuracy of the results obtained by the model can be the highest, and
the error rate can be controlled to <0.05. Finally, it shows that the theoretical decision accuracy of the model
can exceed 99%.

However, there are still some deficiencies, such as the preprocessing method for feature selection in the
cognitive computational model. In the AI environment, the data scale is very large, and the nature is diverse. A
large number of feature attributes will be generated during actual research. If analysis measures are taken for all
the feature attributes, it will certainly consume a lot of time, which is not in line with the current experimental
research rules. If a method, which can preprocess feature attributes before data processing and analysis to
exclude some feature attributes that do not affect the results of data analysis, can be developed, it can greatly
enhance the data analysis efficiency of the cognitive computational model. Therefore, the development and
optimisation of the feature selection method is an important research direction, which is also the next step in our
follow-up research.
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