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Abstract: One of the tasks in the operation of electric power systems is the correct functioning
of the protection system and emergency automation algorithms. Instrument voltage and current
transformers, operating in accordance with the laws of electromagnetism, are most often used for
information support of the protection system and emergency automation algorithms. Magnetic core
saturation of the specified current transformers can occur during faults. As a result, the correct
functioning of the protection system and emergency automation algorithms is compromised. The
consequences of current transformers saturation are mostly reflected in the main protections of
network elements operating on a differential principle. This work aims to consider the analysis of
current transformer saturation detection methods. The problem of identifying current transformer
saturation is reduced to binary classification, and methods for solving the problem based on artificial
neural networks, support vector machine, and decision tree algorithms are proposed. Computational
experiments were performed, and their results were analyzed with imbalanced (dominance of the
number of current transformer saturation modes over the number of modes with its normal operation)
and balanced classes 0 (no current transformer saturation) and 1 (current transformer saturation).

Keywords: current transformer; saturation detection; protection system; artificial neural networks;
support vector machine; decision tree; binary classification tasks

MSC: 28-02

1. Introduction

Electromagnetic current transformers (CTs) and voltage transformers are most often
used for the information support of the protection system and emergency automation
(PS and EA) algorithms. Under CT core saturation conditions, the PS and EA algorithms
may mismatch the requirements of selectivity, speed, reliability, and sensitivity [1]. For
example, in the differential protection under internal faults with core saturation of one of
the CTs, the protection may fail. In the case of an external fault in the differential protection
with core saturation of one of the CTs, maloperation of the protection may occur. For
clarity, Figure 1 shows the saturation of the CT with both external and internal faults in the
differential protection. In the figure the currents of the protection arms are designated I1
and I2, respectively. From the figure, it can be seen that after an external fault for 3 ms, due
to CT saturation, there is a sharp increase in the differential current IOp and it is equal to the
restraining current IRes. The case of IOp ≈ IRes in Figure 1 means a protection maloperation.

According to [2], under a fault with the CT core saturation, the following occurs:

– Maloperation of the PS and EA algorithms;
– Slowing down of protection algorithms;
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– Reduction in the sensitivity of the PS and EA algorithms;
– False determination of the damage location.
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The negative effect of the CT error under light saturation conditions on the differential
principle-based protections can be compensated by restraint characteristics. However, un-
der deep CT saturation conditions, additional restraint is used in differential protections [3].
Another way to increase the stability of PS and EA algorithms during CT saturation is to
strengthen the requirements for the selection of CT, reduce the level of secondary load and
“overestimate” the bending point voltage on the CT curve characteristic.

As practice shows, these ways do not fully solve the problem of CT saturation. For
example, in 2018, on the 110 kV “Pyt-Yakh”—“Ugutsky” overhead power lines of the
110 kV “Ugutsky” substation (Surgut district, Khanty-Mansi Autonomous Okrug)—a fault
with an unsuccessful re-closer occurred. Due to the erroneous actions of the operational
personnel, a single-phase fault occurred on the same line, which led to the maloperation
of the differential protection. The reason of maloperation of the protection could be the
remanent flux density of the CT core established on the overhead power lines “Pyt-Yakh”—
“Ugutsky”—and CT of the bus-tie switch, which appeared during the previous faults.
Also, due to the CT saturation established at the 500 kV opening switchgear of the Rostov
nuclear power plant, in 2014, the maloperation of the 500 kV bus bar differential protection
occurred. As a result, the united power system of the south separated from the center.

Despite the causes and scale of the above-mentioned accidents, the specified CT for
information support of PS and EA systems is still actively used.

This paper proposes a method for detecting CT saturation as a classification problem
using artificial neural networks (ANN), support vector machine (SVM), and decision tree
(DT) methods. The training of the mentioned methods during CT saturation was performed
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with consideration of changes in the level of the secondary load and its components,
variations in the remanent flux density and finally changes in the magnitude of the DC and
AC components of the fault current.

Section 2 of this paper describes the literature review connected to the CT core satu-
ration detection. The CT model, the essence of the ANN-, SVM-, and DT-based methods,
the data generation and processing methods, and the selection of network architecture are
included in Section 3. In Section 4, the conditions and results of computational experiments
are presented. Sections 5 and 6 describe the conclusions and factors that will be considered
in subsequent research.

2. Review of the CT Saturation Detection and Compensation Methods

To avoid the effect of CT saturation on the operation of differential protections for
primary network elements, many heuristic approaches have been proposed [4–6]. These
methods have not found wide application in practice. In addition, under deep CT saturation
conditions, these methods cannot ensure the correct operation of the PS and EA systems.

Two methods have become the most common for solving the CT saturation problem:
saturation detection with subsequent restoration of distorted current values [7–23] and
saturation detection with subsequent blocking of the PS and EA algorithms [24–41].

The applicability of the first approach is limited by the development of theory and
involves the following steps: recognition of network mode changes and their segmentation
into steady-state and fault modes; dividing measurements into good and bad data obtained
during the fault mode; and replacing bad data from the measured current with calculated
values close to the reference current. Considering the harmonic components and noise in
the fault current, the practical application of the methods from the first group is not feasible.
A more detailed analysis of these methods’ properties and their numerical evaluation is
proposed in [42].

The methods related to the second approach have found widespread practical develop-
ment due to their reliability and ease of implementation. They are based on the application
of mathematical analysis methods [24–32], statistical signal processing [33–38], and the use
of neural networks for classification problems [39–41].

Methods of mathematical analysis are mainly used to estimate the first derivative
of the current. In the case of the CT saturation with a sharp cut of the measured current,
large bursts occur in the derivative of the current. CT saturation with a sharp cut is
shown in Figure 2b (the red and blue lines show the reference and measured currents,
respectively). Based on these bursts, it is possible to determine at what time instant the CT
core saturation occurs. Most of the methods proposed in [24–31] are based on the ideas
originally presented in [32]. The advantage of them is the low computational costs of signal
processing, which makes it possible to perform an analysis at the pace of the transient
process. The disadvantage of these methods is their sensitivity to noise and harmonics in
the measured current. To reduce noise sensitivity in [29,30], a “smoothing” Savitzky–Golay
filter is used [43]. As shown in Figure 2a, in cases of CT saturation with a large reactive load,
the shape of the distorted current does not contain sharp cuts. In this case, the detection of
CT saturation using methods [24–32] is impossible.

The methods of statistical signal processing are based on the analysis of data extremes
from one period of the measured current [33], correlation analysis of the CT secondary
current with the calculated current [34], and the CT secondary currents installed on both
sides of the power transformer [35]. This group also includes the analysis of the differential
current form in the differential protection circuit of the power transformer [36], and the
dispersion analysis of the measured current data obtained from one cycle [37] as well as
the calculated values of the density [38]. Robustness to noise and the presence of harmonic
components are among the main advantages of the methods in this group. The primary
disadvantage is the delay in processing the measurement signal.

Furthermore, several researchers have proposed using machine learning methods
to identify CT saturation [39–41]. The application of such a method is generally divided
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into the following stages: data generation and collection, data preprocessing, and train-
ing and evaluation of the model. After this, the trained model can be used to solve a
specific problem.
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Figure 2. CT core saturation with smooth (a) and sharp (b) distorted currents.

To apply such methods during the preprocessing stage, data from a homogeneous
process (a stable fault), lasting hundreds of milliseconds or longer, are required. In this
scenario, the use of these methods, considering data preprocessing, becomes ineffective
due to a significant delay.

For ease of understanding, Table 1 shows the characteristics of the considered satura-
tion detection methods.

Table 1. Characteristics of CT saturation detection methods.

Sources Approach Advantages/Disadvantages

[24–32] mathematical analysis (+) low computational costs, time efficiency
(−) sensitivity to noise and harmonics, disable to detect light CT saturation

[33–38] statistical signal processing (+) robustness to noise and harmonic components
(−) delay in processing the measurement signal

[39–41] machine learning (+) high flexibility and range of coverage of complex current shapes under fault conditions
(−) severe delay due to scaling methods, computational effort

All these methods, as it was noted, have their advantages and disadvantages, but they
can also complement each other. For example, with deep saturation, methods based on the
current derivative are not able to identify CT saturation, because in the measured current, a
sharp cut occurs too early—in the region near zero current values. In this case, machine
learning methods and statistical approaches are more effective, since they allow a large
stable section of the measured current at CT saturation to be analyzed.

3. Models Description and Selection

In this section, a detail description of the ANN-, SVM-, and DT-based models used
for classification problem is given. The model evaluation and selection on the basis of the
F-score are presented as well.

3.1. Description and Selection of the ANN Architecture

The signal rate was 32 samples/cycle, and the CT saturation detection problem was
identified as binary classification. Consequently, the ANN architecture with 32 inputs and
1 output is selected. Figure 3 shows the architecture of the specified ANN. The selection of
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hidden layers size with the number of neurons will be after ANN modeling and evaluation.
Depending on the input data, a single output neuron of network can take two states
a ∈ {1, 0}.
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The loss function at the output of the ANN is selected based on the type of classification
problem. Since only two classes are allocated in the CT saturation detection problem, binary
classification is used. Therefore, the loss function is described as:

Loss = −[y·log(a) + (1 − y)·log(1 − a)], (1)

where y refers to true class labels, and a refers to class labels at the output of the ANN.

3.2. SVM Description with Selecting Its Kernel

Since SVM is one of the best representatives of the methods used for solving binary
classification problems, it was selected for comparative analysis with the ANN classifier.
The objective of SVM is to find the optimal hyperplane that separates the data into classes.
The points closest to the hyperplane representative of different classes are called reference
points. The optimal hyperplane maximizes the distance between the reference points and
the hyperplane. To illustrate SVM, Figure 4 shows class data (red and blue dots) in the
feature space together with separating hyperplanes in the form of straight lines. In this
figure, the reference points are indicated by rhombuses. The dotted line is optimal in this
case because the distance of the reference points to it is greater than the distance of the
reference points to the solid line. In other words, the generalizing ability of the dashed
straight line is higher than the generalizing ability of the solid straight line.

The kernel SVM algorithm can be described as:

a(x) = sign

(
M

∑
m=1

λmymK(xm, x)

)
, (2)

where x, xm, and ym are the classifier input point (new observation), the reference vec-
tors (support vectors), and the corresponding true labels of the support vector classes,
respectively; λm represents the coefficients of the support vectors; M is the total number of
support vectors; and K is the kernel of the SVM.
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3.3. Decision Trees

The DT algorithm was also chosen for a comparative analysis of the effectiveness of
the methods. The algorithm utilizes nodes and leaves. The nodes divide the data into
subsets in accordance with an initially selected criterion, and the leaves contain the results
of the algorithm. Information entropy was used as a criterion to divide the measured values
of the current in the nodes:

H = −
M

∑
m=1

Nm

N
log
(

Nm

N

)
, (3)

where M is the number of classes in the original subset; Nm and N are the number of
parameters of the m-th class and the total number of parameters in the subset, respectively.

Entropy is used as a measure of the heterogeneity of a subset in the context of classes.
If the subset contains parameters of the same class, then the logarithm turns its argument to
zero; otherwise, the entropy will be maximal. The task of entropy is to minimize its value
in each subsequent subset relative to the previous one. This is how the transition is made
from the root node to the final leaf. The number of transitions from the root node to the
leaves determines the depth of the tree.

3.4. Model Evaluation and Selection

To evaluate the model performance a set of metrics are proposed. When generating
a dataset for the task of detecting CT saturation, the number of modes with saturation
can significantly exceed the number of modes of normal CT operation. As a result, there
is an imbalance in classes. In this case, a direct evaluation of classifier models distorts
the performance indicators [44,45]. To eliminate this drawback, an error matrix with four
elements is used:

– correct detection of CT normal operation—TP;
– correct detection of CT saturation—TN;
– false detection of CT normal operation—FP;
– false detection of CT saturation—FN.

Based on the elements of the confusion matrix, two indicators are calculated—precision
and recall. The first one shows the proportion of true classes among the predicted classes;
in other words, this indicator answers the question “how exactly does the model work?”.
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The second indicator determines the proportion of correctly classified modes with and
without CT saturation, and it answers the question “what proportion of modes with and
without CT saturation was classified correctly?”. Therefore, these indicators are defined
as [46]:

Precision =
TP

TP + FP
, (4)

Recall =
TP

TP + FN
, (5)

where TP, FP, and FN are the correct detection of CT normal operation, false detection of
CT normal operation, and false CT saturation detection, respectively.

To integrate the above metrics, the harmonic mean—F-score—is used:

F =
2(Precision·Recall)
Precision + Recall

. (6)

To select the appropriate ANN-based model, the neurons number of ANN with two
hidden layers was varied. The step used when changing the number of neurons was
10, with a range of 10–300. Figure 5 shows the dependency of ANN performance on the
neurons number. The epoch number and learning rate were 50 and 0.7, respectively.
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It can be seen from Figure 5 that the number of neurons until 200 is directly pro-
portional to the model performance. A further increase in neuron numbers results in
nonefficiency. Moreover, the higher the ANN size, the lower the calculation performance.
Thus, the ANN with 32 input nodes, two hidden layers with 200 neurons each, and one
output neuron was selected.

Experimental calculations showed that the most suitable kernel SVM is the third-order
polynomial with a coefficient γ = 0.5. Therefore, it will be used to solve the problem of CT
saturation detection.

For the DT algorithm, according to the results of the intermediate calculations, the
optimal depth of the tree is set to 5.

4. Description of Generating a DATASET and Data Process

In this section, the mathematical model of CT is presented. Generating a DATASET in
the context of CT saturation detection is described. The set of factors effecting CT normal
operation is given. The peculiarities of the window shifting effect on data properties are
described as well. Then, a method of forming a class label related to the CT saturation is
given. Finally, the procedure of CT saturation detection using binary classification approach
is presented.
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4.1. Generating a DATASET

When solving the CT saturation problem using machine learning methods and artificial
neural networks, the availability of accumulated statistical data, commonly referred to as a
DATASET, is paramount. Typically, a DATASET contains both input (influencing factors)
and output (observations) data. In the context of the CT saturation detection problem,
the measured current values obtained both during CT saturation and under its normal
operating conditions will be used as the input data for the ANN, SVM, and DT models.

The mathematical model of CT proposed in [47] was used for data generation. This
model for single-phase CT can be described by the system:w2s dλ

dt = (R2 + Rb)i2 + (L2 + Lb)
i2
dt

Hl = w1i1–w2i2
λ = f (H)

, (7)

where Rb and R2 are the active load of the secondary devices and the CT secondary winding,
respectively, Ω; L2 and Lb are the inductance of CT the secondary winding and the load,
respectively, H; s is the cross area of the CT core, m2; l is the average length of the CT core
magnetic line, m; i1 and i2 are the CT primary and secondary currents, respectively, A; w1
and w2 are, respectively, the number of turns of the primary and secondary windings of the
CT; λ and B are the density and magnetic field strength, T and A/m, respectively; λ = f(B)
is the magnetization characteristic of the CT core.

The parameters of the CT relay class included in model (7) were as follows: s = 19.1e−4

m2; l = 90e−2 m; w1 = 2 and w2 = 239; Rb = 0.98 Ω and R2 = 0.48 Ω; Lb = 0 and L2 = 3.666e−5 H.
The CT with a non-air-gaped core is used in this paper.

The input of the model (7) was supplied with current of the two modes:

– Normal operation

i′1(t) = Im1sinωt, (8)

– Fault

i′1(t) = kIm1sin(ωt + φ) + Im2 e−
(t−t0)

T , (9)

where k is the scaling coefficient of the fault current; Im1 is the amplitude of the nominal
mode current; φ is the fault angle; Im2 and T are the initial value and the attenuation time
constant of the DC component of the fault current, respectively; t0 is the transition moment
of the mode from one characteristic to another.

It is known that the rate and depth of CT saturation are negatively affected by such
factors as the amplitude of the AC component of the fault current; the initial value (the
fault angle of occurrence) and the decay rate of the DC component of the fault current; the
remanent flux density in the CT core; and the level and angle of CT the secondary load.
Considering the variation in all factors, a series of 44,000 fault current modes were modeled:

N = N1·N2·N3·(N4 + N5) = 11·40·10·(5 + 5) = 44000 (10)

where N1 and N2 are the total number of current amplitudes and fault angles, N3 is the
number of remanent flux densities in CT core, and N4 and N5 are the number of active and
reactive CT loads, respectively.

The parameters of the fault current and the remanent flux density influence only the
CT saturation rate, while the level and angle of the secondary load affect both the CT
saturation rate and the shape of the distorted current.

The next factor to consider is the location of saturated sections in the measured current.
CT saturation can occur at any moment after a fault. To account for this, data will be
fed as the input of ANN, SVM, and DT models based on the window function principle.
Figure 6 illustrates an example of a shifting data window. The window width corresponds
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to one cycle of the measured current. In the context of Figure 6, the sampling rate of the
measured current is 16 samples/cycle. The window shifts by one packet (four samples or
5 ms). In this figure, the reference and measured currents are represented by blue and red
curves, respectively. Shaded red squares on the measured current curve emphasize specific
measured current samples. The required samples of the measured current for a shifting
data window are marked with black rectangles at the bottom of the figure. After each shift,
the oldest packet is removed from the beginning of the window (illustrated by painted red
rectangles), and then four new samples from the “fresh” packet are appended at the end of
the window. Vertical blue arrows indicate the end of each data window. The figure reveals
that five steps are necessary for a full transition from one cycle to the next. As a result, five
modes (mode1–mode5) are established for detecting CT saturation.

Thus, considering all factors, the number of input data of the DATASET is:

INP = N·WndStep = 44 000·5 = 220 000 (11)

where WndStep is the data window shifting step.
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When setting the CT saturation detection problem as a classification problem, two
possible modes of the CT y ∈ {1, 0} or y ∈ {1,−1} are considered. At y = 1, the presence
of CT saturation is established, otherwise its absence. Now, for each set of input data in the
INP, it is necessary to provide an appropriate response at the output of the ANN, SVM, and
DT models. To do this, a vector y with elements of a true class label, meaning the presence
or absence of CT saturation, is required. To fill the y elements, it is needed to formulate a
criterion according to which the presence or absence of CT saturation is established. To this
end, the CT error values-based method expressed in % is proposed.

Error =
Iµ

I
100 =

100
I

√√√√ K

∑
k=1

(
i1(k)

n
− i2(k)

)2
, (12)

where I and Iµ are the RMS values of the CT primary and magnetizing currents reduced
to the secondary side, respectively; i1 and i2 are the instantaneous values of the reference
and measured currents; n is the CT ratio; and K is the sampling frequency of the signal, the
amount of samples/cycle.
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Next, the elements of the true class Y are filled in according to the following:

Y =

{
1 i f error ≥ Th
0 i f error < Th

, (13)

where Th is the threshold. In the case of protection of the CT, the threshold value is set
to Th = 10. Depending on the CT saturation depth and the sensitivity of the PS and EA
algorithms to the CT error, the threshold values can be set individually.

Signal frequency N = 32 samples/period. Consequently, a DATASET is formed X =

{i2(j), y(j) | i2 = i2(1), i2(2), . . . i2(32), y = {0; 1}}220 000
j=1 with two classes at the output

of the algorithms.

4.2. Scaling Methods Relatively to CT Saturation Task

One of the key steps when using ANN, SVM, and DT classifiers is data scaling. It is
worth noting that processing the data based on existing scaling methods is not possible. This
is due to a short input data window, deep CT saturation, a wide range of fault current level
variation, and window offset. There are fault modes whose extremums are not contained
in the first window(s) of data. For clarity, Figure 7 shows two such modes. The values of
currents are shown on the Oy axis, and their indices are shown on the Ox axis. The black
and red lines highlight the reference and measured values of the currents, respectively.
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The graph in Figure 7a shows that at fault, due to the deep saturation, the extremum
of the function shifted from the first half-period to the third (blue arrow). The graph in
Figure 7b shows the case of a fault with an extremum of the function at the second half-
period. However, due to the saturation, the extremum has shifted to the fourth half-period.

When using the Max, Min-Max, and Z-scaling methods, the scale of such data in each
package will be changed when the window is shifted. In this case, with each step of the
window shifting, the data scale of the same package may change until it is excluded from
the window (five times). Moreover, when scaled by the Max method, near-zero current
values turn into insignificant numbers. All this complicates the task and worsens the
representativeness of the data. Based on the above-mentioned aspects, scaling methods
will not be used at the data preprocessing stage.

The process of data processing and detection of CT saturation is shown in Figure 8.
Figure 8 shows the procedure for solving the CT saturation detection problem based

on ANN, SVM, and DT classifiers. This figure contains synthesizing input data (measured
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currents) based on a mathematical model of CT, forming class labels for each of the input
data vector, forming a DATASET and dividing it into subsets of data, classifier modeling
and evaluating, and finally classifying data (detecting CT saturation).
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5. Computational Experiment: Results and Analysis

Before training the selected classification algorithms, it is necessary to specify their
configurable parameters. It is worth noting that the stochastic gradient descent (SGD)
optimizer with the momentum combination was applied to the ANN classifier during its
training. The configurable parameters of ANN, SVM, and DT are shown in Table 2.

Table 2. Adjustable models’ parameters.

Name of the Parameter ANN SVM DT

Architecture Feedforward - -
Number of input and output nodes 32 and 1 32 and 1 -
Number of (hidden) layers/depth 2 - 5
Number of neurons in hidden layers 200 - -
Activation functions of layers/levels sigmoid - entropy
Distribution of initial weights normal - -
Regularization parameter C - 1 -
Kernel - 3-order polynomial -
Kernel coefficient for poly, gamma 0.5 -
DATASET size 220,000
Training set 80% 90% 90%
Validation set 10% - -
Test set 10% 10% 10%
Learning rate 0.07 - -
Number of iterations 200 10,000 -
Size of SGD minibatches 128 - -
Decay rate β of Momentum 0.7 - -
Sampling rate of the signal 32 samples/cyc. 32 samples/cyc. 32 samples/cyc.
Class labels y ϵ {1; 0} y ϵ {1;−1} y ϵ {1; 0}
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Since two classes are used in the work, it is necessary to determine the precision and
recall of the model for each of them. Class 0 corresponds to normal CT operation, and
Class 1 corresponds to CT saturation. The precision and recall of Class 0 are denoted as
Precision_0 and Recall_0, and Class 1—Precision_1 and Recall_1, respectively.

Two experiments were carried out—with a large imbalance between classes and
with balanced classes. In the case of a large imbalance, the size of the DATASET was
220,000 modes. The proportion of Class 0 and 1 in the DATASET was 5% and 95%, respec-
tively. In the second case, to establish a balance between classes, some of the modes with
CT saturation were removed from the DATASET. As a result, its size has been reduced from
220,000 to 23,066. Then, the model classifiers were re-trained and checked.

5.1. Experiment 1. The Imbalance between Classes 0 and 1

The results of classifiers based on the ANN, SVM, and DT algorithms are shown in
Figure 9. As shown in this figure, the accuracy and completeness of ANN for Class 0 are
Precision_0 = 92.7% and Recall_0 = 97.6%, respectively. The corresponding ANN indicators
for Class 1 are Precision_1 = 99.9% and Recall_1 = 99.6%.
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The completeness and accuracy of the SVM-based classifier model for Class 0 are
Precision_0 = 1.8% and Recall_0 = 3.5%, respectively. Similarly, for Class 1, Precision_1 =
94.5% and Recall_1 = 89.6%.

The efficiency of the DT-based model for Class 0 is Precision_0 = 76.5% and Recall_0 =
2.2%. For Class 1, Precision_1 = 94.8% and Recall_1 = 100%.

It is worth noting that the strong variations in classification models based on SVM and
DT and the high accuracy of ANN can be caused by a large imbalance in the class itself. To
test the models with balanced classes, a second computational experiment is conducted.

5.2. Experiment 2. Balanced Classes

In the case of balanced class distribution, the dominance of the CT operation modes
with saturation over the modes of its normal operation is eliminated. In this scenario, the
quality of evaluation of the effectiveness of models increases. Figure 10 shows the results
of ANN, SVM, and DT. It shows that with balanced classes, the indicators of the last two
models, unlike ANN, have changed dramatically.
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In particular, the full classification for a value of 0 for the ANN-based model corre-
sponds to Precision_0 = 98.8% and Recall_0 = 99.2%. It indicates that the ANN model for
Class 1 corresponds to Precision_1 = 99.2% and Recall_1 = 98.8%.

The results based on the SVM show that for Class 0 we obtain Precision_0 = 29.6% and
Recall_0 = 3.5%. Similarly, the SVM for Class 1 obtains Precision_1 = 48.8% and Recall_1 =
91.7%. As for the quality of the DT-based classifier, its results are as follows: Precision_0 =
67.1%, Recall_0 = 99.7%; Precision_1 = 99.5%, Recall_1 = 52.1%.

5.3. Comparison of the Results of Experiments 1 and 2

For clarity of the discussion, the experimental results are aggregated in Table 3. The
last column of the table shows the difference in the evaluation of the effectiveness of the
classifiers before and after the formation of balance between classes 0 and 1.

Table 3. Comparative analysis of experiments 1 and 2.

Model Time Metric Experiment 1 Experiment 2 Difference

ANN 14.43 ms F-score 99.7% 99% −0.7%

SVM 0.035 ms F-score 91.96% 63.66% −28.3%

DT 0.017 ms F-score 97.32% 68.41% −28.91%

From the last column of Table 3, it can be seen that upon balancing the classes, the
performance of the ANN-based model decreased by 0.7%. For the SVM, after establishing
a class balance, the efficiency of the model deteriorated by 28.3%. The performance of the
DT-based classifier with balanced classes decreased by 28.91%.

Another indicator for the models is time efficiency. To evaluate this indicator, a series of
1000 calculations was carried out to classify CT saturation modes. Then, the average value
of elapsed times was obtained. In terms of time efficiency, the DT algorithm is dominant.
Its time delay for classification of one fault mode is 0.017 ms. SVM takes more than twice as
long as the DT algorithm (0.035 ms) to classify CT saturation for one fault mode. The ANN
computational burden is turned out the most expansive—14.43 ms. However, considering
the time of one cycle of AC current (20 ms), the ANN-based classifier still remains the more
efficient model to solve the CT saturation problem.
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The results of calculations show that among the classification methods considered, the
method based on the use of ANN proved to be the most reliable and suitable for detecting
CT saturation. This is due to the large number of weighting factors that increase the
flexibility of the model. As for the SVM and DT methods, they turned out to be ineffective
in relation to the CT saturation problem. The latter methods work effectively with small
amounts of data with a small spread in distribution and range of changes.

The visual analysis of current graphs for falsely classified modes with balanced classes
is interesting. To illustrate this, Figure 11 shows all 14 modes falsely classified as Class 0.
The values of currents are laid on the Oy axis with their indices on the Ox axis. The blue
and red lines indicate the reference and measured values of the currents, respectively. It
can be seen from the graphs in Figure 11 that CT saturation occurred at a high reactive
secondary load. In such cases, the shape of the distorted current does not have sharp cuts,
which complicates the task of detecting CT saturation. Moreover, apart from graph g and
m, the saturation depth of CT in the other graphs is low. However, the minimum error
value corresponds to the graph l and exceeds the threshold value Th = 10, error_l = 10.34.
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Figure 12 shows eight of the nine modes falsely classified as Class 1. The blue and red
lines highlight the reference and measured current values, respectively. The instantaneous
values of currents are laid on the Oy axis, and their indices are laid on the Ox axis. It can be
seen from the figure that in all modes the saturation of CT is light and it corresponds to a
high reactive load of CT. The maximum total CT error for the specified parameters does not
exceed the threshold Th = 10, and error = 9.4%. The false classification of modes as Class 0
is not as critical as in the case in Figure 12.
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6. Conclusions

In this paper, an analysis of existing methods for detecting CT saturation [48,49] has
been carried out. Their advantages and disadvantages are described. The systematization of
these methods is further provided in the table form. A method for detecting CT saturation
using artificial neural networks, support vector machine, and decision tree algorithms for
binary classification has been proposed. The properties of the algorithms are described in
relation to the task of detecting CT saturation. The problem of CT saturation detection [49]
is reduced to the problem of binary classification. A description of the data generation
method is supplied. A method of forming a class label in relation to the task of CT
saturation detection with the possibility of detuning from light saturations is proposed.
Computational experiments were carried out with a large imbalance between classes 1 (CT
saturation) and 0 (CT normal operation) and with their balance.

The results of the first experiment show that with a large imbalance in classes the
performance of the ANN = 99.7%. This indicator for other considered models was
SVM = 91.96% and DT = 97.32%. The performance comparison between ANN-based
model with other ones was ANN/SVM = 1.08 and ANN/DT = 1.02 times.

In the second experiment, with balanced classes, the performance of the ANN = 99%.
The performance of two last models was SVM = 63.6% and DT = 68.41%. The ANN
performance relative to other models was ANN/SVM = 1.55 and ANN/DT = 1.45 times.

Thus, the ANN-based model turned out to be the most effective in the CT saturation
detection problem.
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In terms of time on average, the efficiency of the algorithms is as follows: tANN =
14.5 ms, tSVM = 0.035 ms, and tDT = 0.017 ms.

The results demonstrate that for CT saturation detection, the ANN-based model is a
more reliable and robust instrument than the SVM- and DT-based models. The robustness
of ANN is shown by the fact that the model did not change its effectiveness in both balanced
and imbalanced cases. Its reliability is shown by the high efficiency in both experiments.

In the second experiment, all 14 graphs of currents falsely classified as Class 0 have
been visualized. The first eight of nine current graphs falsely classified as Class 1 have been
shown as well. The result of the visual analysis showed that in most cases the error occurs
with light CT saturation and with a large CT reactive load. In this case, the issue can be
solved, for example, by lowering the Th threshold value at the stage of preprocessing and
data preparation. It is worth noting that the case of false detection of CT saturation is not
critical in relation to the case of false detection of normal CT operation, since the blocking
of the PS and EA algorithms is performed.

In the future, when solving the problem of CT saturation detection, including harmonic
components, the magnetizing-current inrush of a power transformer, a fluctuation in the
network frequency, and noise in the magnetic circuits of the network elements is planned.
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