CANADIAN

><"  UNIVERSITY DUBAI

W 3 el | mealull

chusn asmeouns  YOUT portal to Canadian education

CUD Dagital Repository

This article is licensed under Creative Commons License and the full text is openly
accessible in CUD Digital Repository.

Title (Article) Enough of the chit-chat: A comparative analysis of four Al
chatbots for calculus and statistics

Author(s) Calonge, David Santandreu
Smail, Linda
Kamalov, Firuz

Journal Title Journal of Applied Learning and Teaching

Citation Calonge, D. S., Smail, L., & Kamalov, F. (2023). Enough of
the chit-chat: A comparative analysis of four Al chatbots for
calculus and statistics. Journal of Applied Learning and
Teaching, 6(2), 346 - 357.
https://doi.org/10.37074/jalt.2023.6.2.22

(T @ (o} =Vl o[ s YRALC o T I M Witps://doi.org/10.37074/jalt.2023.6.2.22

Link to CUD Digital https://repository.cud.ac.ae/items/4e0cc5c6-a4as5-4a23-
Repository a12d-0ea9c721dba8

DEICE-T[s[-TeReNOIUIDRDIe[ic-IM January 31, 2024
Repository

Article Term of Use Creative Commons Attribution License (CC BY)



https://doi.org/10.37074/jalt.2023.6.2.22
https://repository.cud.ac.ae/items/4e0cc5c6-a4a5-4a23-a12d-0ea9c721dba8
https://repository.cud.ac.ae/items/4e0cc5c6-a4a5-4a23-a12d-0ea9c721dba8
https://creativecommons.org/licenses/by/4.0/

Content Available at :

Vol.6 No.2 (2023)

Journal of Applied Learning & Teaching

ISSN: 2591-801X
http://journals.sfu.ca/jalt/index.php/jalt/index

Enough of the chit-chat: A comparative analysis of four Al chatbots for calculus and statistics

David Santandreu Calonge* #

Department of Academic Development, Mohamed bin Zayed University of Artificial Intelligence,
Abu Dhabi, United Arab Emirates

Linda Smail? B Associate Professor, College of Interdisciplinary Studies, Zayed University, Dubai, United Arab
Emirates
Firuz Ka malovC C Associate Professor, School of Engineering, Applied Science and Technology, Canadian
University Dubai, United Arab Emirates
DOI: https://doi.org/10.37074/jalt.2023.6.2.22
Abstract

This article presents a comparative analysis of four Al
chatbots with potential utilization in the fields of mathematics
education and statistics, namely ChatGPT, GPT-4, Bard,
and LLaMA. Our objective is to evaluate and compare the
features, functionalities, and potential applications of these
platforms within the domains of calculus and statistics. By
examining their strengths and limitations, this study aims
to provide insights into the selection and implementation
of Al chatbots in calculus and statistics to enhance student
learning. The results of the comparative analysis reveal
that, while not perfect, GPT-4 outperforms ChatGPT, Bard,
and LLaMA as a learning tool in calculus and statistics.
Findings also reveal that chatbots may have a positive
transformational impact on higher education.

Keywords: Al chatbots; Bard; calculus; ChatGPT; comparative
analysis; GPT-4; Large Language Models (LLMs); LlaMA;
statistics; student learning.

Introduction

Calculus and statistics are vital subjects that require effective
teaching and learning methods to enhance students'
engagement and comprehension. With the advancements
in artificial intelligence (Al) and natural language processing
(NLP), Al chatbots have emerged as promising tools for
supporting students in higher education.

Kuhail et al. (2023) argued that chatbots provide a “cost-
effective solution” (p. 2) to personalize learning activities,
support educators, and “develop deep insight into learners’
behaviour” (p. 1). Al chatbot platforms have gained
significance in higher education (Singh Gill et al, 2023;
Sok & Heng, 2023; Rudolph et al., 2023a; Tlili et al., 2023;
Okonkwo & Ade-lbijola, 2021; Hwang & Chang, 2021;
Sandu & Gide, 2019). Moreover, the literature suggests that
chatbots have the potential to enhance students’ learning

experience (s) in mathematics education (Castevecchi, 2023;
Wardat et al., 2023) and statistics (Lee & Yeo, 2022), offering
innovative solutions for learning, problem-solving, and
concept clarification. They can provide personalized support,
immediate feedback, interactive problem-solving, and
adaptive instruction, fostering engagement and improving
learning outcomes.

While there exist several studies that consider the
performance of Al chatbots in mathematics problem solving,
they are limited in two ways: (i) no notable analysis of Bard
and LLaMA, and (ii) no analysis in statistics. This article
fills the gap in the literature by evaluating and comparing
four popular Al chatbot platforms, namely ChatGPT (GPT-
3.5), GPT-4, Bard, and LLaMA 13-B, with a focus on their
applicability and potential benefits in calculus and statistics.
By examining their unique features and applications, this
study aims to assist students (and educators) in selecting
appropriate Al chatbot platforms to enhance their learning
(and teaching) experience(s) in calculus and statistics.

Background

Benefits of using chatbots in higher education

There are several potential benefits to using chatbots in
higher education (Kamalov et al., 2023). One of the main
benefits is the ability to provide students with access
to personalized and on-demand learning support. With
chatbots, students can ask questions and receive immediate
constructive feedback, which can help to reduce the
workload on educators and improve the overall learning
experience for students.

Another benefit of using chatbots is the ability to scale
educational services (Neumann et al., 2021). Chatbots can
handle large numbers of student inquiries simultaneously,
which can be particularly useful in large classroom
settings or in situations where there is a high demand for
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educational support. This can also help decrease educators’
workload and ensure that all students have access to the
(individual) support they need to succeed. Findings from
a study by Chen et al. (2023) revealed that chatbots had
tremendous potential to help students “learn basic content
in a responsive, interactive, and confidential way” (p. 1).

Additionally, chatbots have the potential to improve the
efficiency of educational delivery (Huang et al, 2022).
Educators can create customized learning pathways for
students, which can help to ensure that students are
receiving the most relevant and effective support. This can
help to improve student outcomes and reduce the overall
time and resources required to complete a course of study.

Drawbacks and challenges of using chatbots in higher
education

While there are several potential benefits to using chatbots
in higher education, there are also some drawbacks,
limitations, and challenges (i.e., ethical (Popenici, 2023;
Kamalov et al., 2021)) that need to be considered (Rasul et
al., 2023; Rudolph et al.,, 2023b). Limna et al. (2023) argued,
for instance, that chatbots such as ChatGPT had “caused
immense concerns in education”, particularly to those
disciplines that “rely heavily on written assignments” (p. 3).
One of the main drawbacks is the inability to fully replicate
the experience of interacting with a human educator (Chen
et al,, 2023; Santandreu Calonge et al., 2023; Kamalov et al.,
2023). This could lead to a loss of personal connections and
a reduction in the quality of educational support.

Another challenge of using chatbots in higher education
is the potential for harmful bias (Rasul et al., 2023; Kooli,
2023). Al systems can be biased if they are trained on biased
data. This can lead to the amplification of existing biases and
the exclusion of certain groups of students. It is important
for educators to be aware of this potential issue and to
take steps to mitigate it, such as by ensuring that chatbots
are trained on a diverse and inclusive dataset. Therefore,
continuous improvement and evaluation of the Al model
are crucial.

A final challenge of using chatbots in higher education is the
potential for technical issues (Yang & Evans, 2019). Chatbots
rely on complex algorithms and sophisticated machine
learning models, which can be prone to errors and glitches.
This can disrupt (a) the learning experience for students
and (b) the teaching experience for educators if used in
the classroom as a learning and teaching activity, therefore
reducing the effectiveness of chatbots as an educational
tool.

To evaluate and compare the mathematical problem-solving
abilities of Large Language Models (LLMs), we selected
four: ChatGPT (GPT-3.5), GPT-4, Bard, and LLaMA 13-B. The
choice of those four LLMs was made to ensure diversity in
the study, as each Al model has its own architecture and
learning mechanisms. The selection included two LLMs that
were primarily designed for generating human-like text
(ChatGPT and GPT-4), one LLM designed for language-
related tasks (LLaMA), and one LLM that was designed to

provide detailed explanations (Bard).

We investigated the following research question: Which
of the four chatbots is more accurate and less verbose for
statistics and calculus prompts? Kabir et al. (2023) indicated,
for instance, that 52 per cent of ChatGPT answers to 517
Stack Overflow questions were incorrect, and 77 per cent
were verbose.

Pros and cons of each chatbot for helping students
understand calculus and statistics

ChatGPT

ChatGPT is a chatbot developed by OpenAl that is based
on a large language model. It allows the user to control the
conversation in terms of length, format, level of detail, style,
and language. While the main purpose of the chatbot is to
simulate human conversations, it can perform a wide range
of tasks, including writing computer programs, composing
music, answering test questions, writing poetry, and others.
ChatGPT has achieved enormous popularity within a very
short period, gaining over 100 million users in less than 3
months of its initial release (Rudolph et al., 2023b).

The basic version of ChatGPT is based on the GPT-3.5 model,
which is a generative pre-trained transformer developed by
OpenAl. GPT-3.5 is a transformer model that is first trained
on large swaths of publicly available text as a general-
purpose language model. Then, the model is further fine-
tuned for conversational applications using a combination
of supervised and reinforcement learning methods. Since
GPT-3.5 is trained on unfiltered text, it is vulnerable to
bias and misinformation. In addition, ChatGPT suffers from
‘hallucinations’ — incorrect answers that sound plausible
(Rudolph et al., 2023b).

Given its capabilities, ChatGPT has been utilized in various
educational domains (Lee, 2023; Qadir, 2023; Santandreu
Calonge et al., 2023; Wardat et al., 2023). Wardat et al. (2023)
showed that ChatGPT has the potential to provide students
with mathematical knowledge. At the same time, the authors
cautioned about its weaknesses in certain topics, such as
geometry. The accuracy and effectiveness of ChatGPT
solutions depend on the complexity of the equation, input
data, and the instructions given to the chatbot. Ellis and Slade
(2023) presented ChatGPT's capabilities in statistics and
data science education, providing examples of how ChatGPT
could help in developing course materials. A recent survey
of 110 students enrolled in a mathematics course showed
that students quickly adopted the ChatGPT tool, exhibiting
high confidence in their responses and general usage in the
learning process, alongside a positive evaluation (Sanchez-
Ruiz et al, 2023). On the other hand, the development of
lateral competencies was a cause for concern.

Pros

+  Wide knowledge base: ChatGPT has been trained
on a diverse range of topics, including calculus and
statistics so that it can provide relevant information
and explanations.
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« Conversational nature: Students can engage in an
informal dialogue with ChatGPT, asking questions
and seeking clarifications, which can enhance their
understanding and interest.

* Availability: ChatGPT is readily accessible through
various platforms (including smartphones), making
it convenient for students to seek help anytime,
anywhere.

Cons

e Limited context understanding: ChatGPT might
occasionally provide incorrect, incomplete, or
irrelevant information due to its inability to fully
grasp the context of a specific calculus question.

« Lack of visuals: Graphical representations and visual
aids are often crucial in understanding calculus and
statistics concepts, which ChatGPT cannot provide
directly.

GPT-4

GPT-4 is a more advanced version of the GPT-3.5 language
model developed by OpenAl. GPT-4 is commercially
available for users under the name ChatGPT Plus. The
main difference between the two versions of GPT is the
size of the models, where GPT-4 consists of a much larger
number of parameters than its predecessor. Although GPT-
3.5 and GPT-4 show similar performance on most routine
conversation tasks, the latter achieves significantly better
performance on more advanced tasks, including solving
mathematics questions (OpenAl Blog, 2023). For example,
GPT-4 achieved over 40% percentile on the AP Calculus exam,
while GPT-3.5 achieved 0%. Recent findings by Abramski et
al. (2023) show that GPT-4 produces a five-fold semantically
richer, more emotionally polarized perception with fewer
negative associations compared to older versions of GPT.
A large-scale study based on 4,550 MIT exam questions in
mathematics, computer science, and electrical engineering
showed that GPT-3.5 can solve a third of the problems, while
GPT-4 is able to achieve a near-perfect score (Zhang et al.,
2023).

Pros

e Improved contextual understanding: GPT-4 is
expected to have better contextual comprehension
compared to previous models, which may result in
more accurate and complete responses.

* Enhanced knowledge base: GPT-4 could be trained
on an updated and larger dataset, allowing it to offer
more comprehensive and up-to-date information
on calculus and statistics.

e Potential for more specialized models: GPT-4's
architecture might be used as a basis for domain-
specific models that focus solely on calculus and
statistics, providing more targeted assistance.

Cons

» Potential for errors: Although GPT-4 may have a
better contextual understanding, it is still a language
model and can make mistakes or generate inaccurate
information.

Bard

Bard is a generative artificial intelligence chatbot developed
by Google. Its current version is based on the PaLM large
language model, which is a transformer-based model
consisting of 520 billion parameters. Bard was released
to compete with the rival ChatGPT. It garnered lukewarm
reception due to initial mishaps. Unlike the GPT models,
Bard has direct access to the internet. A study by Plevris
et al. (2023) showed Bard performs better than ChatGPT
on math problems that are available online, while it
underperforms on original questions. Evaluation of the
mathematics performance of Bard on the mathematics
test of the Vietnamese National High School Graduation
Examination showed that it lagged ChatGPT (Nguyen et al,,
2023). Despite the backing of Google, Bard is a relatively
underutilized software with very few applications and
studies in the field of education.

Pros

» Tailored for education: Bard is an Al language model
specifically designed for educational purposes,
including teaching subjects like calculus and
statistics (Kamalov et al., 2023).

*  Curriculum alignment: Bard can align its explanations
and guidance with specific curricula, ensuring that
students receive targeted assistance based on their
educational needs.

* Pedagogical approach(es): Bard incorporates
instructional strategies to enhance learning, such
as providing step-by-step explanations, interactive
examples, and adaptive feedback.

Cons

» Limited knowledge outside of educational content:
Bard's expertise might be focused on educational
topics, potentially limiting its ability to provide
insights or answer questions beyond the scope of
calculus and statistics.

. Dependency on available curriculum: The
effectiveness of Bard heavily relies on the quality and
coverage of the curriculum it is aligned with. Gaps
or discrepancies in the curriculum may affect the
support it offers (and the accuracy of its responses).

LLaMA

LLaMA is a large language model developed by Meta. Its
developers claimed that the 13 billion parameter version
of the model outperformed the much larger ChatGPT on
several NLP tasks. Recently, the next-generation model
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LLaMA 2 was released in partnership with Microsoft based
on larger training data. Unlike other major chatbots, LLaMA
is open-source software. Its relatively small size and open-
source nature make it an attractive alternative to other
existing chatbots. Touvron et al. (2023) showed that LLaMA
is capable of outperforming Bard and ChatGPT on several
NLP tasks. Similarly, Liu et al. (2023) showed that LLaMA can
outperform other major chatbots in arithmetic problem-
solving.

Pros

« Multimodal learning experience: LLaMA combines
text-based information with visual and interactive
elements, making it effective in conveying complex
calculus and statistics concepts.

* Hands-on practice: LLaMA often provides interactive
exercises and simulations, allowing students to
actively engage with the subject matter and reinforce
their understanding.

« Adaptive learning: LLaMA can adapt to the user's
progress and adjust the difficulty level of the content
accordingly, providing personalized learning
experiences.

Cons

« Limited availability: As of the knowledge cutoff date,
LLaMA is not widely accessible or integrated into
various platforms, potentially limiting its reach to
students.

. Resource-intensive: The integration of multimedia
elements and interactive features might require
robust hardware or an internet connection, which
could be a barrier for some students, and in
disadvantaged contexts (Shah & Calonge, 2023).

Each of these LLMs has its own advantages and limitations.
Depending on the students' preferences, learning styles,
and availability, they can choose the most suitable tool or
combination of tools to enhance their understanding of
calculus and statistics.

Methods

Seven calculus and five statistics questions were submitted
to ChatGPT, GPT-4, Bard, and LLaMA 13-B via single prompts,
as shown in Table 1. Each prompt was entered individually
with the original question and answer choices reproduced
verbatim. Each prompt was carefully designed to cover a
broad range of calculus and statistical concepts. Also, the
prompts varied in the level of difficulty to allow for a more
in-depth analysis of the LLMs' problem-solving capabilities
and to ensure a fair assessment of their mathematical skills.

Table 1. 12 prompts.

Prompts
1 Cae 1 have the balow given imformation “the temperamre in Austin (m F) is approvimated by T(x) =
37 sin [%(x - mu} + 25 whare T(x) is the temperature on day x, with x = | comresponding to Jan 1 and x = 365
cemesponding o Dac 317, Using this information, please estimats the temperature, to the nearest degres Fahrasheit,

an day 250. Frovide me with all necessary staps.

2 Cale  Caleulate the limit as x goes to zero of the ratio sinfx) over x. Explaim your work.

3 Stats  On average, 3 traffic accidants per month oceur at 3 certain iersection. What is fhe probability that in any given
month at this infersection...
(2) eezetly 3 accidents will cecur?
{b) fawer than 3 accidents will ccom?
(c) at least 2 accidents will oceur?

4 Cale _Find the derivativa of f{x)=x| at x=0. Explain your work

5 Cale  Escplain how to find the slope of the finction fizj=e 2+2x-1 at the poit (2,3).

[ Stats  Could you explain the mean square srror, give me the formula to compute it, and explain the terms involved. Provids
me with an example and step by step computation of the mean square error.

T Cale  Define a new rula for calcnlating Rismann sums in the following way. For sach subinterval, pick the halfway point
between the loft endpoint and the midpoint of the subinterval. Then vee the selected point to calculate the height of
the comesponding rectangle. Apply the new rule to find the Rismann sum for the function fx)=x"2+5x on the imterval
[2, 3] usmz n=10

8 Stals Plaase explain in word: the following formula and give me precise sxamples b =X [ G-x) (vi-¥) 1/ L[ (- 03]

9 Stats Inastate thatdid vazicella (o} ion, 2 boarding schocl experienced 2 prolonzed outbreak
of varicella among its studants that bagan in September and continued through Dscembar. To caleulate the probability
arzisk of illness amone the students, which denominator would you use, explain your choice? Number of susceptibl
;tudgms at tha ending of the period (ie., Tuna). Number of susceptibla students at the midpoint of the period (lata

). Nurnber of students at the begiming of the period (ie., September). Average
mmbar of susceptible students during outbreak

10 Cale  Find the constant b so that the line y=0.3x=b mests the graph of v 2=x'3 orthogonally.

] Stat:  Help me understand how the concepts of pricr, and posterior ars
me an example with step-by-stap explanation.

12 Cale  Find the polynomial of the smallest dagres that satisfies the conditions imt_1"4 p(x)= 3 and int_3'6=10 Can you
suzzest a eeneral rule based on this examyple?

lam your 3
m Bayesian Statisties, give

Results

This section compares the features and functionalities of
each of the four Al chatbot platforms, focusing on their
suitability for calculus and statistics. The evaluation of the
four LLMs was based on: (1) the accuracy/the correctness
of the final answer to the 12 prompts, (2) verbosity and the
clarity of the explanation, and (3) the presence or absence
of mathematical errors. While the correctness of the answer
was assessed on a binary basis, i.e., whether the answer is
correct or not, the clarity of the explanation was scored
on a scale of 0 to 10, with 10 being the clearer and most
comprehensive answer (see Tables 2-13). The mathematical
errors were classified as either major or minor based on their
potential compact on the final answer.

Accuracy
In the context of this article, chatbot accuracy is the

percentage of utterances that return the correct response
to the prompts, as shown graphically in figures 1- 4, below.

- GPT-3.5
- GFT-4
81 mmm Bard

- Lama

Caloulus 5 Calculus 7

Caleulus 6

Caleulus 1 Caleulus 2 Caleulus 3 Caleulus 4

Figure 1. Accuracy scores in calculus.
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Uama

Calculus 1 Calculus 2 Calculus 3 Calculus 4 Calculus 5 Calculus 6 Calculus 7

Figure 2. Calculus scores by chatbot and prompts.

|

Statistics 2 Statistics 3 Statistics 4

10 { EEm GPT-3.5
. GPT-4
mmm Bard
. Lama

|

Statistics 1

Scores
o @
L

=

n
n

Statistics 5

Figure 3. Accuracy scores in statistics.

Scores

GPT-3.5
GPT-4
Bard
Uama

Statistics 1 Statistics 2 Statistics 3 Statistics 4 Statistics 5

Figure 4. Statistics scores by chatbot and prompts.
Verbosity for calculus and statistics

In the context of chatbots, verbosity refers to the amount
of unnecessary, irrelevant, or excessive words, phrases, or
information used in the chatbot's responses (see Appendix
A). A chatbot is considered verbose if it tends to provide
overly detailed or convoluted answers, which can lead to
a negative user experience. Zheng et al. (2023) indicated
that an LLM is verbose when it “favours longer, verbose
responses, even if they are not as clear, high-quality, or
accurate as shorter alternatives” (Zheng et al,, 2023, p. 5).
Cosine similarity is a way to measure how similar two things
are, e.g., two vectors or two sets of data. It calculates the
cosine of the angle between the two things in a multi-
dimensional space and provides a value between -1 and
1, where higher values mean greater similarity and lower
values mean less similarity.

Word count for the four Al Models from all prompts

Word Count

Similarity between the four Al Models

Figure 5. Verbosity (Cosine Similarity) and overlap for all 12

prompts.

Word count for the four Al Models from Calculus prompts

TS
o
Bar

Similarity between the four Al Models for Calculus prompts

- 100

095

ass

ars

Figure 6. Verbosity (Cosine
calculus.

Similarity) and overlap

Word count for the four Al Models from Statistics prompts

17350

1250

1000

Word Count

70

T8
o

Figure 7. Verbosity (Cosine
statistics.

Similarity between the four Al Models for Statistics prompts.

Similarity) and overlap

Results and analysis by prompt

Prompt 1

030

oss

080

ars

for

Word count for the four Al Models from prompt 1

Figure 8. Verbosity (Cosine

prompt 1.

Similarity between the four Al Models for prompt 1

Similarity) and overlap for
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Table 2. Answer accuracy and ratings per chatbot for prompt

1.

Chatbot | Answer aceuracy Ratings
GPT3.5 | GPT 3.5 provided an answer that iz almost comect (rounding) It Final answer correct: Almost
provided all comrect steps from plugzing the x valus into the fonmila Explanstion clear (0-10): 8
correctly, performs all necessary calcalations, and comes up with an Mathematical — mistakes:  mimer
appropriata rasult (rounding)
GPT-4 GPT-4 provided an incorrect answer, even though it started with a well Final anzwrer corract: Mo
explanation of the fimction, incorrectly evaluates the sine fimction Esplanation clear (0-10): 6
resulting in a nagative temperature. Mathematical a: major
BARD | Bard provided accurate staps but not snouzh The provided answer was Final anewer comact: Mo
not carrect, there weze problems with computing the angle. Esplanation clear (0-10): 3
Mathematical = minar
LLaM4 | Llamawas letely off by using idal rule, it tried to compute Final answer corect: No
the intazral of the fimction between =1 and x=250, which is not tha Explanztion clear (0-10): 0
right approach for this problem. It was not able to continue the answer Mathematical mistakes: major
till the end

Prompt 2

Word count for the four Al Models from prompt 2

250

Wioed Count

Figure 9.

Usma

T4
Bard

[
5
4

T35

Model

Verbosity (Cosine

prompt 2.

Similarity)

Similarity between the four Al Models for prompt 2

and overlap for

Table 3. Answer accuracy and ratings per Chatbot for prompt

2.

Table 4. Answer accuracy and ratings per Chatbot for prompt

3.

Chathot | Anzwer accuracy Ratings
GPT 35 | The explanation provided by GPT-3 3 is clear and complate, i referred to +  Final anewer comect: No (Almost)
the Poiszon distribation and gave detailed expl; However, th = Expl clear (0-10): &
was mot given in full, franslation to the question parts into formulas were »  Mathemstical mistkas: major
almost comect, the part b was wrong as is translated x fewer than thres to
amly the two cases Dand 1
GPT-4 | The explanation provided by GPT-4 is clear and complete, 1t 1E'Eemedto t]:e = Final answer correct: Mo (Almost)
Poizzon distribution and gave detailed about what il . claar (0-107: 10
to compute, however not all probabilities were correct. Part 2 was wronzs. = Mathematical mistakes: none
BARD | Bard explanation was also corract and clear and has correctly employed the +  Final answer cormect: Mo
Poisson distribution. However, the answers given were not correct. = Explanation clear (0-10): 8
. mistakas: major
LLaMA | Llama provided an answer that is not acourate. It didn't use the Poisson = Final anewer correct: Mo
distribution which is the zppropriate modal for these caleulations. Even the »  Explanation claar (0-10% 0
provided explanation was not clear and contamed major . 1eal mistakes: major
erors.

Prompt 4

Word count for the four Al Models from prompt 4

g

Wiord Count

H

g

T3S

T4

Bard

Usma

TS
cor-

Bard

Uama

Model

Similarity between the four Al Models for prompt 4

Figure 11. Verbosity (Cosine Similarity) and overlap for
prompt 4.

Table 5. Answer accuracy and ratings per Chatbot for prompt

4.

Chathot | Answer accuracy Fating:
GPT 35 | Overall, the chatbot provided 2 good response. Only 2 small issue with the + Final answer comect: Yes
Chathot | Answer sceuracy Rating: elaim ahout discontinuity in the end. *  Explanation clear (0-10): §
GPT 3.5 | On the surface it appears that GPI-3.3 provides a legitimate mathematical + Final answer correct: No . mistskss: minor
explanation to the grven guestion. However, a careful reading reveals several *  Eplanation clear (0-10): 4 GPT-3 | The chaibot provided 2 zood response with some techmical details which + Final answer comect: Yes
mistakes and inconsistencies in the response. The chatbot does comectly identify *  Mathematical mistakes: major may of interest to someons who is looking for 2 more in-depth amalysis. +  Explanation clear (0-10): 9
the squeeze theorem 2= 2 useful approach to solving the problam. But it fals to * Mathematical mistzhes: No
apply the theorem properky.
BARD | The response is shizhily convoluted. The chatbot solves the problem usnz + Final answer comect: Yes
This response provides an excellent insight mto the mechaniam of the chatbot the limit definition of the derivative but goes too puch into the technical *  Explanation clear (0-10): 7
which is simply trying to guess the next most likely word in the text, based on details which makes it harder to follow especially given the math notation. *  Mathematical mistalees: minor
all the information that was fid into the alzorithm during the traiming, without The chathot does make 2 significant mistaks in the bagiming to claim that
any logie behind it the finetion is not contrnons at =0,
GPFT-4 | The respoms provided by GPT-4 is incomplate and leaves one feeling for more + Final answer correct: Tes LLaMA | Most sucoinct response ever. + Final answer comect: Yes
information. Perhaps a follow up question to delve into mare details would help * Esplanation clear (0-10): 6 *  Explanation clear (0-10): §
in this case The chatbot provides a short discussion of the problem without . ‘mistakas: minor ieal mistaless: No
giving any techmical details. Note that it makes 2 mistake in claimmg that “This
limit does not yield an indeterminate form.”
. S . Prompt 5
BARD | The rasponse by Bard is arguably better than GPT. The chatbot provides 3 valid + Final answer corect: Yes
approaches to solving the problem. However, each approach eifher contains a .
mistzke or Diract Jumps to the using very .
weak logic. 5queezaed:em 15 applied correctly but uses mm]mm\]edze that Word count for the four Al Models from prompt 5 Similarity between the four Al Models for prompt 5 -
sinjx)=x Taylor series is probably the best approach bt thare a couple of gaps 0
in the response
LLabA | Provides a ussless response. + Fimal answer correct: No 20 Loss
*  Explanation clear (0-10): 1
. | mistakes: maior
% 1o
S 0s0
4
2 100
Prompt 3
oss
0

Word count for the four Al Models from prompt 3

Word Count
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P38
P14

Similarity between the four Al Models for prompt 3

Figure 10. Verbosity (Cosine Similarity)

prompt 3.

and overlap for
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Figure 12. Verbosity (Cosine Similarity) and overlap for
prompt 5.

Table 6. Answer accuracy and ratings per Chatbot for prompt

5.

Chathot | Answer aceuracy Ratings

GPT 33 | Overall, a zood answer. I like how it breaks it down mto steps so it's easiar = Final answer correct: Tes
1o follow. The information i step 1 could be mads more conciza. - Esplanation clear (0-10):9

- ] mistakes: No

GPT-4 Good amswar. But for a standard caleulus question the responze was too »  Final answer corract: Yes
verbose. -

BARD This is a standard question m ealeulus. The answer and explanation should = Final answer correct: Yes
be simple. While tha chathot does provide 3 simple explanation first, +  Fxplanation clear (0-10): &
followsd by a more detziled explanation, overall, it feels too verbose and = Mzthematical mistzlas: Mo
hard to follow especially with all the math notation involved
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LLaMA

Terrible responze. 4-+4-1=97

Final anewer comect: No.
Explanation claar (0-10)- 1
ical mistakes: major

Prompt 6

Figure 13. Verbosity (Cosine Similarity) and overlap

Word count for the four Al Models from prompt 6

s @ras

Bard

@ras
o
Bard
Uama
Uama

Model

prompt 6.

Similarity between the four Al Models for prompt &

Table 7. Answer accuracy and ratings per Chatbot for prompt

6.

Chathot | Answer accuracy Ratings
GPT 3.3 | GPT-3.3 provided an accurate answer with a detailed explanztion. Th given = Final answer corract: Tes
example was simple but answers correctly with all details. = Explanation clear (0-10): &
- ical mistakas: Mo
GPT-4 | GPT-4 provided an even more m-depth explanation than GPT-3.5. The = Final answer correct: Yes
axample was zlso 2 bit mors complicsted than the one providad by GOT- = Explanstion claar (0-10): 10
35 = Mathematical mistakes: No
A1l calenlations wara carract, and 31l steps provided
BARD | Bard provided 2 clear detziled axplanstion and = example; however, the = Final answer comact: 1o
calculations were wrong = Explanation clear (0-10): &
- ical mistakas: minor
LLaMA | Llama provided an explanation that is not clear at all and want of topic. Ne = Final answer correct: No
axample was providad as raquestsd. While the start of sxplanstion of the = Explanstion elaar (0-10): 1
formula seems accarate, the overall explanation is not as comprehensive as = Mathematical =2 major
the other models, no mantion to razTession or infarpratztion of fhe MSE.

Prompt 7

g

‘Word Count

Figure 14. Verbosity (Cosine Similarity) and overlap for

Word count for the four Al Models from prompt 7
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Table 8. Answer accuracy and ratings per chatbot for prompt

7.

Chatbot | Answer accuracy Ratings

GPT 3.5 | This question iz a variation of the standard Riemamn sum However, the = Final answer correct: No
given hewistic is mot common So, the guestion challenges the = Explanation clear (0-10): 9
comprehension shilities of the chatbot. Tha chatbot did an sxesllent job of »  Mathematical mistakes: major
understanding the instructions and following them It provided sufficient
explanation for the reader to able to follow the process without getting
confused It correctly gave the formula for caleulating the evaluation point.

However, it did not follow its ewn formula.

GPT-3 | The chafbot did a good job understanding the instructions and providing an = Final answer correct: No
appropriats solution. Howasver, the response is a bit dense and might be = Explanation claar (0-10) 7.5
harder to follow for students with weaker in math, There are 1 *  Mathematical mistakes: major
i flaws. First, the evaluation peint is calculated i y. Second,

1o final anewer is provided

BAFD | The chafbot doss 2 good job of mderstanding the instractions and provides = Final answer correct: No
the comect steps to caleulate the answer. However, it fails o comrectly = Explanation clear (0-10):
calenlata the evaluation point More concrate examples of caleulations *  Mathematical mistakes: major
would have been useful

TLaMA | Poor response. = Final answer correct: No

- Explanation clear (0-10):
»  Mathematical mistakes: major

Prompt 8

Word count for the four Al Models from prompt 8
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Figure 15. Verbosity (Cosine Similarity) and overlap
prompt 8.

for

Table 9. Answer accuracy and ratings per chatbot for prompt

8.

Chatbot | Answer accuracy Ratings
GPT 3.3 | GPT-3.3 provided accurats explanation to the question and accurate steps + Final answer coect: No
for the given example, however it failsd to contimue the steps 61l last stap. +  Esplanation clear (0-10):9
- Math 1cal mistakoes: minor
GPI-4 | GPT-4 provided accwsts explanstion to the guestion and accurate + Final anewer comact: Yes
computation for the iven example. +  Esplanation clear (0-10): 10
+  Mathemsatical mistakes: none
BARD | Bard provided an accurale meplanation to the question, but not enough + Final answer coect: No
details about the different terms imvolved in the equations The final +  Esplanation clsar (0-10): 6
provided answer was not correct +  Mathematical mistakes: minor
TLMA | Llama provided a poor respomse, the explanation provided doss mot + Final answer comect: No
comractly dafine the terms in the aquation. The explanation is not clear at all +  Esplanation clsar (0-10): 0
as ittalks about differences between pairs. A very short and simpls example + Mathematical mistakes: major
was provided, and staps wera wrong to reach tha final answer.

Prompt 9

Word count for the four Al Models from prompt 9
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Figure 16. Verbosity (Cosine Similarity)

prompt 9.

Table 10. Answer accuracy and ratings
prompt 9.

Similarity between the four Al Models for prompt 9
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‘Word count for the four Al Models from prompt 10

Figure 17. Verbosity (Cosine Similarity)
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Table 11. Answer accuracy and ratings per
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Figure 19. Verbosity (Cosine Similarity) and overlap for
prompt 12.

Table 13. Answer accuracy and ratings per chatbot for

prompt 10. prompt 12.
Chathot | Answer aceuracy Ratings Chatbot | Answer accaracy Ratings
GPT 3.5 | This is 2 nontrrvial question with a mults-step sohaftion. Ohverall, it 1= 2 good Finzl answer carrect: No GPT 15 | The chathot supplies the ganeral strategy for solving the problem but does Final answer correct: Mo
attampt to sobve the problem The chathot comectly identifies the key Explanation clear (0-10): & not execute the proposed plan. Thus, it has an of elaar (0-10): 7.5
concepts and meredients to solve the problem and provides a step-by-step Mzthematical mustalces: minor the solution. While the propesed approach is far from being complste, it is Mathematical mistakes: Mo
explanation of the solution. However, GPT-3.5 fails to put it all together. It prazantad in z clear styla.
follows the correct path to sohrtion watil Stap 4, after which it takes 3 wronz
tum. While there are no major misizkes in terms of math, the chathot GPT-4 | The chatbot provide: = comect and complete solution The solution iz Final answar corract: Yes
parsuad the wrong strategy which ultimately lad to an wnresolvad outeoma. presanted clearly. However, there is 2 small caleulation mistake “[ax™2/2 + Explanation clear (0-10): 9
bx] 178 = 5, ar [(822 + 4b) - (22 + )] It iz puzzling that GPT-4 can Mathemztical mistzles: minor
GPT-4 | The chatbot providss 2 good step-by-step explanstion of the solution. Final answer corract: Yas* solve complex problems but can shumble on a basic caleulation.
Qverzll, the presented solution iz correct which is impressive given the level Explanation clear (0-10): §
of the difficulty and the mumber of steps raquired to solve the problem. Mathematical mistalcas: minor BARD | Theresponselooks legitimate on the surface, but a closer look at the details = Final answer corect: No
However, it makes 2 small mistake in 2 basic calculation “y = 3*(16/5) "2/ ~ revesls multipla holas. There are sericus mathematical flaws in the »  Explanation clzar (0-10): €
d=>y=32/9 #35% arguments and the final answer (de=2) is mcomact. = Mathematical mistakes: Major
It is mmteresting to ohearve that whils GPT-4 can tzckle tha problem
cones by which is the hardest part, it makes a basic caleulation emor TLaMA | Incomect solution Final answer corract: Mo
especially since caleulations are generally resarded as the strength of the Explazation claar (0-10): 2.5
chatbots. Ddath 1eal mistakes: major
BARD The chatbot fails to recognize that the denrvative 15 found using implicit Final answer comrect: Mo
differentiation. It also does not realize that tha provided answer doas not Explanation lear (0-10): 6.5
make sense. Mathematical mistakes: major
TLMA | Nensensical respomse. Fimal amsvwer correct Ho Discussion
Explanation lear (0-10): 1.5
Mathematical mistakes: major
Use cases in calculus and statistics
Prompt 11
In this article, we explored potential use cases for each
Word count fr thefour Al Hodels from prompt 11 Siarty bebwee e our Aol forprompt 11 " platform within calculus and statistics. We argue that
o oo -
2] ChatGPT and GPT-4 can be utilized in calculus and statistics
3 . . . .
“ = to provide personalized tutoring and assistance to students.
o Both can generate step-by-step solutions to math problems,

Wiord Count

T4

fard

TS
T4
Bard

Figure 18. Verbosity (Cosine Similarity) and overlap for

prompt 11.
Table 12. Answer accuracy and ratings per Chatbot for
prompt 11.
Chathot | Answer aceuracy Ratings
GPT 3.5 | GPT-3.5 answer is comect and provides a clear and dstaled explanation. Tt Final answer correct: Yes
gave zn axample and axplzined tha relationship batwean prior, likelihood, Explanation clsar (0-10): 9
and posterior m Bayesian Statistics but £iled i completing the answer by Wathemztical mistakes: none
the end
GPT-4 GPT-4 answer 1= carrect, it was explamed m detzils and an example was Final answer corract: Yes
uzed to provide mere insights Explanation clear (0-10): 10
Mathematical mistakes: none
BARD | Bard answer is comect, clearly enplamed with an exzmple znd encugh Final answer corect: Yes
details. Explanation clear (0-10): 10
ical mistzkes: none
TIahA | Llzma answer is corect with clear sxplanstion, however, no sxample was Final answer correct: Yes
providad, s required in the prompt. Explanation clsar (0-10% 4
Mathematical mistakes: none
Prompt 12

explain complex mathematical concepts, and offer practice
exercises to reinforce learning. Students can engage in
interactive conversations with ChatGPT or GPT-4 to clarify
doubts, receive real-time feedback anytime, anywhere, and
improve their understanding of mathematical principles.

Bard can also play a vital role in calculus and statistics. It can
assist students with administrative tasks related to course
registration, provide access to mathematical resources such
as textbooks and study materials, and offer guidance on
choosing appropriate courses for specific mathematical or
statistical topics. However, it is significantly weaker than
GPT-3.5 and GPT-4 in calculus and statistics. LLaMA is,
unfortunately, and disappointingly not very accurate for
calculus and statistics prompts.

Whilst Popenici (2023) argued that Al was facilitating the
super-personalisation (p. 5) of the learning experience, Rasul
et al. (2023) indicated that ChatGPT could be utilized to
facilitate adaptive learning, provide personalised feedback,
aid research, automate administrative services, and create
innovative assessment.

Our findings indicate that chatbots can also be utilized in
several ways to assist students in comprehending statistics
or calculus better if they have received prior training on
writing effective prompts (Eager & Brunton, 2023):
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Concept explanation: Students, following
training on prompt structuring, could engage
in a conversation with a chatbot to seek
explanations and clarifications on statistical
or calculus concepts they find challenging.
Chatbots with knowledge-tracing capabilities
(Shehata et al., 2023) can provide step-by-step
explanations, examples, and intuitive analogies
to help students understand statistical concepts
in a personalized and interactive manner.

Problem-solving:  Students can  present
statistical problems or exercises to a chatbot,
and it can guide them through the problem-
solving process if specifically asked in the
prompt. Chatbots can offer hints, ask relevant
questions to trigger critical thinking, and
provide guidance on the correct approach
or methodology to solve the problem. It can
therefore help “increase student engagement
and satisfaction by relieving university staff of
routine tasks and allowing them to focus on
higher-order skills and mentoring” (Firat, 2023,
p. 61).

Data analysis assistance: Students can seek help
from chatbots in analyzing data sets, confirming
research by Carlander-Reuterfelt et al. (2020).
They can input their data, and chatbots can
guide them through the appropriate statistical
techniques, such as calculating measures of
central tendency, conducting hypothesis tests,
or creating visualizations. Chatbots can provide
insights into data interpretation and explain
the implications of the statistical results.

Real-world  applications:  Chatbots  can
showcase authentic applications of statistics
or calculus to students. By discussing examples
and case studies from various fields, such
as social sciences, healthcare, economics, or
sports, chatbots can illustrate how statistical
or calculus concepts can be utilized in practical
situations. Hultberg et al. (2018) argued that
“making a link between often abstract concepts
and pertinent examples” can help “students
understand difficult ideas, thus making it easier
to remember” (p. 35). This can help students
grasp the relevance and significance of statistics
and calculus in different domains.

Practice and assessment: In line with the recent
extant literature in a range of disciplines,
chatbots can offer interactive practice sessions
and quizzes to assess students’ understanding
of statistical or calculus concepts. They can
provide instant feedback on their answers,
explain any mistakes, miscalculations, or
misconceptions, and suggest further study
materials or resources for improvement
(Mogavi et al., 2023).

Last and not least, chatbots can serve as tireless, mobile,
interactive, and personalized learning companions, offering
explanations, guidance, and practice opportunities 24/7 to
help students grasp statistical or calculus concepts more
effectively. Its conversational nature allows for an engaging
and interactive learning experience and can cater to
students’ individual learning styles, preferences, and needs.

Summary

In summary, the four Al chatbot platforms have a wide range
of use cases in calculus and statistics, including personalized
tutoring, administrative support, adaptive assessments,
collaborative learning, and concept clarification. Their
capabilities vary greatly in terms of responses (from very
accurate to not-so-good), allowing educators and students
to choose the platform that best aligns with their specific
needs and goals in calculus and statistics education.

Limitations

While this study marked a crucial step in understanding
the potential and limitations of LLMs in teaching calculus
and statistics, it has several limitations. First, the study's
focus is limited to only these two areas, which restricts the
generalization of the findings to other academic disciplines.
Second, the choice of the four LLMs, though considered
the most well-known and used, is not exhaustive, leaving
numerous other LLMs, such as Claude, Upstage, Falcon or
Vicuna, unexplored. Third, the assessment of the quality of
the LLMs’ explanations is subjective and could differ based
on individual perspectives. It is also important to bear in
mind the possible bias in the chatbots’ responses. Fourth,
due to practical constraints, this paper could not capture
the dynamic learning and evolution of the four Al models
over time.

Future directions

The findings of our study indicate areas where future
research on LLMs' development could focus, particularly in
terms of contextual understanding and the ability to provide
clear, concise, and accurate explanations of calculus and
statistical prompts. We suggest training Al models using
specific educational resources or textbooks commonly used
in calculus and statistics, enhancing their alignment with the
curriculum and their ability to provide targeted assistance.
Integration with platforms such as https://www.snapxam.
com/ may also improve responses’ accuracy. Another
suggestion for future research is to investigate the impact of
using LLMs on students’ performance, motivations, and self-
efficacy when used along with traditional teaching methods.

Conclusion and implications

This comparative analysis provides valuable insights into the
features and applications of Al chatbot platforms— ChatGPT,
GPT-4, Bard, and LLaMA 13-B —in the context of calculus
and statistics. Each platform offers unique functionalities
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that can empower students (Hutson & Plate, 2023), enhance
learning, authentic assessment (Ifelebuegu, 2023), problem-
solving, and engagement in these disciplines. Wu and Yu
(2023) indicated that chatbots may help improve students’
learning outcomes.

Overall, chatbots have the potential to transform the way
in which higher education is delivered in the classroom
and online. They offer a range of benefits, including
personalized and on-demand learning support, the ability
to scale educational services, and improved efficiency
in educational delivery. However, there are also some
drawbacks and challenges that need to be considered,
including the potential for academic dishonesty, plagiarism
(Chaka, 2023) and cheating, privacy issues, bias, and the risk
of technical issues. The findings reported here shed new
light on the use of Al and LLMs in teaching and learning.
Students can use this information to select an LLM that best
suits their needs and complements their learning style. By
carefully considering the pros and cons of using chatbots in
higher education, educators can make informed decisions
about whether and how to incorporate this technology into
their teaching practices. Despite its limitations, the findings
from this study make several contributions to the current
literature and lay the groundwork for future research into
the use of chatbots to improve learning and teaching in a
range of academic disciplines.

Data availability statement: The datasets used/analyzed
during the current study are available from the corresponding
author upon reasonable request.
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